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Abstract—Malware detection and analysis can be a bur-
densome task for incident responders. As such, research has
turned to machine learning to automate malware detection
and malware family classification. Existing work extracts and
engineers static and dynamic features from the malware sample
to train classifiers. Despite promising results, such techniques
assume that the analyst has access to the malware executable file.
Self-deleting malware invalidates this assumption and requires
analysts to find forensic evidence of malware execution for
further analysis. In this paper, we present and evaluate an
approach to detecting malware that executed on a Windows
target and further classify the malware into its associated family
to provide semantic insight. Specifically, we engineer features
from the Windows prefetch file, a filesystem forensic artifact that
archives process information. Results show that it is possible to
detect the malicious artifact with 99% accuracy; furthermore,
classifying the malware into a fine-grained family has compara-
ble performance to techniques that require access to the original
executable. We also provide a thorough security discussion of
the proposed approach against adversarial diversity.

Index Terms—Malware analysis, forensics, malware classifi-
cation, prefetch

I. INTRODUCTION

Malware analysis is an integral aspect of incident response.
Security analysts need to quickly identify the extent of
damage done by malware to inform mitigation and prioritize
defensive efforts. Two important initial steps in this identifica-
tion process are (1) to detect evidence of malware execution,
and (2) to classify detected malware into descriptive families.
Rapid and accurate detection and classification are vital to
limiting the damage and recovering from an attack.

The tools used by analysts to automatically detect and
classify malware are based largely on machine learning
techniques. To detect malware, the machine learning algo-
rithms will learn models of benign software and malware.
The selection and availability of features are vital to the
effective use of these automation tools. Such features include
information extracted from static binary executable files [38],
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[39] and from the dynamic behavior of malware/software
execution [27].

Unfortunately, most existing research in malware classi-
fication assumes that the malware sample is available for
analysis. This is often not the case. For example, advanced
persistent threat (APT) groups are known to conduct targeted
campaigns and then self-delete the deployed malware (along
with the usual activity of cleaning up log files, etc.)!. Self-
deletion requires analysts to identify residual artifacts left
behind by the malicious activity [13], such as network logs
on uninfected machines and routers [34] or memory and
filesystem forensic data left behind on a host [9], [20].
Identification and evaluation of the efficacy of such forensic
feature sets in malware detection and family classification is
an open problem [37].

In this paper, we describe an approach to detect evidence
of malware execution post attack, and then perform malware
family classification on the suspected malware without as-
suming access to the original malware sample. The value of
malware family classification is that it informs analysts on
the behavior of the malware. As such, knowing the family
improves the effectiveness of incident response.

We utilize Windows prefetch files to engineer features that
are resilient to malware self-deletion. The Windows operating
system (OS) creates prefetch files when it loads and executes
a program in order to cache the locations of the program’s ref-
erenced files, such as its dynamically linked libraries (DLLs),
so that future program loading is faster. Inspired by use of
prefetch files as residual artifacts in digital forensics [9], we
extract a prefetch feature set for each process by comprising
the set of references from the process’s respective prefetch
file to detect and classify malware. Prefetch files are available
by default on Windows systems. Thus, our approach requires
minimal effort for analysts to use. We engineer the features
to reduce susceptibility to overfitting and concept drift (i.e.,
malware evolution), and train a k-nearest-neighbor (kNN)
classifier to detect if a prefetch file is evidence of malware
execution. Then we apply a custom classifier based on Jaccard
similarity between sets to classify the suspected malware into
its closest family.

Classifying malware into a known family exposes the
malware’s underlying behavior because malware within the

Thttps://attack.mitre.org/groups/G0016/
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same family share a common subset of semantics. For exam-
ple, classifying a sample as WannaCry ransomware informs
analysts that the sample exhibits behavior representative of
WannaCry, e.g., file encryption and propagation via Server
Message Block vulnerabilities [7]. If a common feature
is removed from this subset, the malware’s semantics are
degraded because it fundamentally changes the behavior of
the malware [29]. This is akin to a monotonic increase
constraint, where the feature set of a variant may increase
(i.e., features added), but the shared features common to the
family cannot be removed due to loss of functionality [15].
We define the enforcement of a minimum feature set in
malware classification as a semantic preservation constraint,
and enforce this constraint in our family classifier.

We evaluate our approach for malware detection and family
classification using prefetch features with a dataset containing
48 malware families and over 4,200 benign files captured from
live production systems. Our detector accurately detected
evidence of malware execution with over 99% accuracy,
and the family classifier achieved results competitive with
other techniques that require full access to the malware and
extraction of more features, such as application programming
interface (API) calls. Finally, we show that the Jaccard
similarity-based family classifier with semantic preservation
constraints provides better performance over an ensemble
machine learning classifier.

This paper makes the following contributions:

o We describe an approach to detect evidence of malware
execution despite malware self-deletion, and classify the
malware into its most probable family;

o We describe an approach to enforce semantic preserva-
tion constraints in the feature set;

e We evaluate our approach and demonstrate improved
performance over state-of-the-art techniques.

The rest of the paper is organized as follows. Section II
explains background knowledge and Section III reviews the
related work. We describe our approach in Section IV and
present the evaluation with experimental results in Section V.
In Section VI we discuss the benefits and limitations of our
approach, and we conclude with Section VIIL.

II. BACKGROUND

Malware Self-Deletion. Malware can delete itself after
execution to evade detection and thwart analysis. The MITRE
ATT&CK framework defines such behavior as Indicator Re-
moval on Host::File Deletion (T1070.004)>. We queried the
ATT&CK repository and found that 29.8% of threat actors
and 33.7% of malware campaigns have utilized self-deletion
tactics. As such, our research focuses on malware analysis to
inform incident responders who lack access to the original
executable file.

Prefetch Files. On Windows, when a process loads and
for the first ten seconds that it executes, the OS monitors
file references that are made (e.g., loaded DLLs, subprocess

Zhttps://attack.mitre.org/techniques/T1070/004/

execution, language/font files) and maps the full path of
those references into the application’s respective prefetch file.
Each executed process has its own separate prefetch file, and
each machine can store up to 1024 prefetch files for recent
applications. Subsequent launches of the same application will
load (i.e., prefetch) dependencies from the filesystem into
memory with the process.

Threat Model. Our threat model considers an evasive self-
deleting malware. This constrains analysts to rely exclusively
on digital forensic techniques to (1) hunt for evidence of
malware execution (i.e., malware detection), and (2) classify
the malware into a descriptive family to inform response
efforts.

III. RELATED WORK

Malware classification techniques can be loosely cate-
gorized into two approaches: static and dynamic. A static
approach extracts features from the raw malware file (i.e.,
opcodes). By contrast, a dynamic approach extracts features
during program execution (i.e, API calls). Both approaches
assume the analyst has access to the malware binary.

Static Malware Analysis. Approximate matching [5] tech-
niques, or fuzzy hashing, have been used to estimate similarity
between malware by piece-wise hashing their executable files
and comparing the overlap, like ssdeep [18], sdhash [31], and
tlsh [25]. Unfortunately, fuzzy hashing is highly sensitive to
minor deviations in program syntax [12], [26], [32]. Malware
can obfuscate itself, creating variants that appear wildly
different on the surface while retaining semantic similarity,
rendering fuzzy hashing techniques weak for classification.

Some static techniques extract certain features instead of
processing the entire file. This can include structural file
information [33], [40], information from the file header [39],
or information obtained directly from opcodes [14], [36], [38].
Common approaches leverage dependency-based information
(i.e., libraries) [8], [24]. Similarly, ImpHash is used to create
a digest of a program’s import address table, which can be
used to find samples that import the same libraries [22].
Static features are generally easy to extract from the raw file.
However, static features are severely limited when faced with
packed (i.e, heavily obfuscated) malware [1].

Dynamic Malware Analysis. Executing suspected mal-
ware samples allows collection of dynamic features at runtime
such as API and system calls [2], [6], [27], call graphs [30],
and resource usage [16], [23], [35]. Identifying and extracting
features by running the malware however can be a complex
and resource-intensive task. Dynamic analysis also does not
guarantee complete code coverage, as some malware may
terminate prematurely, thwarting the extraction of a complete
feature set. As with static approaches, dynamic analysis still
requires access to (complete) malware samples.

Digital Forensics Techniques. One way to overcome the
limitation of requiring access to the malware is to use forensic
techniques, which work without an executable program. For
example, memory forensics artifacts extracted from process
memory can be used to cluster similar malware [19], [20].
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Fig. 1. Approach overview.

Process memory provides an abundance of information, but
memory extraction is costly in time and space, and it requires
specialized tools and expertise. Forensics also degrade with
time. For example, the OS reclaims and reuses memory after
process termination so memory extraction techniques work
best while the process to analyze is still running. Comple-
mentary to compromised hosts, network forensics techniques
using log and packet analysis [34] or traffic pattern analysis
can detect malware [21]. However, these techniques require
excessive storage (to collect full network traces) and may still
miss malware that have no obvious network presence.

Prefetch Techniques. Alsulami et al. [4] trained a logistic
regression model using features extracted from prefetch files
to detect malware (i.e., binary classification). Prefetch files
have also been used to train a convolutional recurrant neural
network to classify malware into five course-grained type la-
bels: adware, backdoor, trojan, virus, and worm [3]. However,
such type labels are too coarse-grained to provide actionable
threat intelligence for incident response.

In this work, we evaluate our approach under a more
challenging, yet usable, label space of 48 malware families
that represent a breadth of malware functionality. Analysts
can infer malware behaviors and prioritize response efforts
from family labels. Further, we suggest that existing prefetch
techniques are prone to overfitting, which may lead to unreal-
istic performance. As such, we implement a feature selection
pipeline that reduces the features’ disposition to overfitting
and susceptibility to changes over time (e.g, concept drift).
Finally, existing techniques do not guarantee semantic preser-
vation constraints as desired for malware family classifica-
tion [10]. Our approach leverages a set-theoretic technique to
enforce such techniques to reduce mislabeling of instances
that may teeter along a classifier’s decision boundary.

IV. APPROACH

Our approach extracts a novel set of features from the
prefetch files. The technique involves three phases as shown
in Figure 1: (1) feature extraction, selection, and engineering;
(2) malware detection; and (3) malware family classification.

A. Feature Extraction, Selection, and Engineering

After a program is executed, we extract its loaded libraries
from its prefetch file, which form this program’s prefetch

feature set. We apply a selection and normalization process
to remove brittle features based on the following criteria:
vulnerability to concept drift, disposition to overfitting, low
variance and high correlation with other features.

Reducing concept drift. Concept drift is when features in
datasets decay over time due to underlying changes in the
malware [17]. Such drift is observed in loaded libraries, and
consequently in the raw prefetch feature sets. For example, a
program’s bitness (i.e., 32-bit versus 64-bit) can change over
time. Bitness is exposed through the presence of Windows-
on-Windows (WoW) subsystem DLLs (i.e., wow64.d11).
Since this is a consequence of computer architecture and not
representative of the program’s semantics, WoW DLLs are
excluded. We also normalize DLLs that provide a version
control numbering convention in their names.

Overfitting avoidance. Overfitting can occur when a
dataset contains features that leak the target class at training
time [41] or when features can be uniquely associated with
the target class. We remove such sources of leakage and
overfitting from our feature set. For example, we do not
consider executable names as part of our analysis even though
they are present in prefetch files. This is because malware
authors can easily change the names to arbitrary strings.
Furthermore, malware families can also drop custom DLLs
and EXEs, which can also lead to overfitting. Finally, we
ignore features in both the malware and benign datasets
that make use of locally (or globally) unique identifiers
(LUID/GUID). These values can change between machines,
and models may overvalue the importance of such features
if the training data was generated from instances running on
the same machine.

Identifying features of little information. Features that
are present in almost every prefetch file were removed since
they do not aid classifiers in discerning between labels. Exam-
ples include ntd11.d1l1l and kernel32.d11. Similarly,
we remove redundant features that have a pairwise Pearson
correlation coefficient greater than 0.95. When a process loads
a DLL, the OS loader recursively walks the dependency
chain to load the DLL’s dependencies. Consequently, DLLs
with dependencies on other DLLs create clusters of highly
correlated features (e.g., z1ib.d1l1l and zlibwapi.dll).

Dimensionality reduction. The feature selection and engi-
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neering pipeline presented above reduced feature dimension-
ality from 4,321 unique features (i.e., references) down to
1,381 across our entire dataset. The final per-process feature
set is represented as an unordered set, or a bag-of-words
(BoW), of the references made by a process and is used to
train our malware detector and family classifier.

B. Malware Detection

The malware detector identifies which process’ prefetch
file contains evidence of malicious behavior. To do so, we
train a k-nearest-neighbor (kNN) model using the Jaccard
distance metric and k¥ = 5. Each machine stores up to 1,024
prefetch files that are each associated with the system’s most
recent 1,024 processes. To distinguish which prefetch file(s)
are indicative of malware, the processed features are extracted
from each prefetch file and they are clustered against our
labeled dataset of malware and benign software. The 5 closest
software instances dictate the file’s membership (malware
or benign) based on a majority vote. Indeed, prefetch files
themselves are not malware, but our approach detects the
execution of a malware process based on the forensic evidence
left by each process’s prefetch file.

C. Malware Family Classification

Now that the malicious process’s prefetch file has been
identified, we use its prefetch feature set to classify the mal-
ware into a known malware family. The features learned from
the malware dataset are used to compute a similarity metric
that extends Jaccard similarity (JS) to guarantee semantic
preservation, described as follows.

We ensure semantic preservation by finding the minimum
feature set for each family, which is the intersection of
all prefetch feature sets of malware in the same family.
This minimum feature set follows the intuition that each
malware variant within a family share a common subset of
behaviors. By guaranteeing the minimum feature set is met
before computing similarity, we enforce the assumption that
removing core features degrades program semantics.

Let Y be the set of malware families. For each malware
family y € Y, we find three signatures: the minimum feature
set (Ymin = ﬂ?zl 1;, where n is the number of malware
samples in y), the union of all features (Y, = U;L:l i),
and the symmetric difference of the two (Ymin AYmaz)-

If = is the set of features from an unknown malware
instance, we first verify if x is a proper superset of Ypin.
If not, we disregard y as a prospective family because it vio-
lates semantic preservation. We also check if the symmetric
difference between x and ¥.,,;, is a subset of the symmetric
difference of y,,in and Ymqz- If not, we disregard y because
the feature set of x contains features not representative of the
variance of family .

This approach yields a set Z of prospective families where
|Z| < |Y|, filtering the search space for malware family
classification. From Z, the family with the highest average
pairwise Jaccard similarity with the unknown malware sample

is predicted to be the family. The process is described in
Equation 1.

if (z D> (i, vi) and

|z Nyl n
Uy @A Niziw) C

S(a;,y) = (ﬂle yiAU;;l yi); (N
0 otherwise.

V. EVALUATION

In this section, we first describe the dataset (Section V-A),
then present our experimental design and results (Sec-
tion V-B).

A. Dataset

Our dataset contains 4,442 prefetch files representing 4,442
unique malware process executions collected from 48 mal-
ware families executed in a sandbox hypervisor, and 4,296
presumed benign prefetch files collected from twenty Win-
dows computers in a university computer lab. Benign appli-
cations collected include common Microsoft Office products,
text editors, web browsers, and various integrated develop-
ment environments (IDEs). The malware families capture
a variety of malware behavior, including cyber espionage
(Duqu 2.0), proxy-enabling click fraud (Nodersok), and self-
propagating worms that install backdoors (EternalRocks). We
executed each malware in a Windows 10 virtual machine and
extracted their respective prefetch feature sets as described in
Section IV-A.

To ensure our features are not products of their environment
and will scale to a deployed environment, we examined a
subset of the benign applications in the sandbox. After filter-
ing and processing the features as described in Section IV-A,
we observed no difference in features produced in production
from those produced in the hypervisor.

B. Experiments and Results

We present in the following the experimental design and
results for malware detection and family classification. Each
test of the malware detector (Section IV-B) either produces
a true positive ¢, (malware is correctly classified), a true
negative t,, (benign software is correctly classified), a false
positive (fp) error (misclassifies benign software as malware),
or a false negative (f,,) error (misclassifies malware as benign
software). Our detector results are expressed in terms of false
positive rate (FPR), true positive rate (TPR), and accuracy.
Precision measures the quality or exactness of the approach,
and is calculated as p = t:Tpfp Recall measures the sen-
sitivity and completeness of the approach, and is calculated

as r = ; fff . The F-Score combines precision and recall
»+Hin
by taking their harmonic mean such that F' = Z2*" The

. . p+r
malware classifier results are presented in terms of F-Score

and compared to related classification approaches.
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1) Malware Detection: For malware detection, both the
malicious and benign data was leveraged. However, the dis-
tribution of classes in our dataset is not representative of
the real-world, posing a risk of spatial bias [28] in results
if the distribution is not corrected. Assuming there was one
malware incident per machine at any given time, the expected
ratio of malware to benign software is 1 to 1023 respectively,
since Windows stores up to 1024 prefetch files. Therefore,
we oversample the majority class (benign software) to create
a distribution representative of expected real-world scenarios.
Then we ran our kNN detector over the modified dataset using
a stratified 10-fold cross-validation. Our results are compared
with a logistic regression (LR) detector from prior work [4]
that uses our feature set.

As shown in Table I, kNN provides improved false positive
rates and false negative rates over LR. We also compare these
models to a base model: after oversampling the majority class
to meet the approximate 1:1023 distribution representative of
the real world, the base model simply classifies all samples
as benign and still achieves near perfect accuracy due to the
infrequency of the malware class. However, this comes with a
high false negative rate and zero recall for malware. Although
our proposed model’s accuracy is less than that of the base
model, our goal is to detect the minority class malware, i.e.,
to reduce the false negative rate and increase the recall. As
shown in Table I, our goal was attained.

2) Family Classification: For malware family classifica-
tion, we used two different splits in the malware portion of
the dataset: a random split, and a temporal split. The random
split selected 75% of the data for training, and 25% for testing.
The temporal split was based on compile timestamps such that
only the testing set contains the more recent variants from
each family. Comparing the splits allows us to evaluate our
approach for temporal bias [28], where a classifier is leaked
future knowledge during training. The random testing split
was used to find the 4,,;, and Y,,q, sets for each family’s
semantic preservation constraints. Then we ran our family
classifier from Section IV-C and compare the results with
three alternative approaches: fuzzy hashing, machine learning
with common dynamic features, and an ensemble machine
learning classifier using our prefetch features. The results are
shown in Table II.

Fuzzy Hashing. Our family classifier outperformed whole-
file fuzzy hashing techniques that require access to the mal-
ware executable. Specifically, it provides a significant boost in
recall. This is consistent with observations in related work that
demonstrate how common fuzzy hashing techniques struggle
with recalling variants where the underlying file syntax and
structure are diverse [26]. The prefetch feature set is agnostic
of the underlying syntax and low-level details of the malware,
improving robustness in recall.

Machine Learning Techniques. We also compare our
family classification approach to machine learning techniques
that leverage rich dynamic features. To perform such compar-
isons, we extracted API calls and memory-mapped files from

TABLE I
MALWARE DETECTION RESULTS (FPR: FALSE POSITIVE RATE;
FNR: FALSE NEGATIVE RATE).

Model | Accuracy % | FPR FNR Recall
kNN 99.92 + 0.05 | 0.0005 0 0.98
LR 97.60 + 0.31 | 0.02379 | 0.00057 | 0.97
Base 99.99 0 1 0

malware by executing the samples in a Cuckoo sandbox?.
The features were then used to train an ensemble classifier
that uses kNN and random forests. As shown in Table II,
machine learning classifiers with access to these rich feature
sets do provide improved performance over the prefetching
approach. However, our approach is more flexible, and can
be used with or without a malware sample, making it an ideal
forensic tool.

Ensemble Classifier. Finally, we evaluate the prefetch
feature sets’ use in an ensemble machine learning classifier
that uses kNN and random forests. Our approach from Sec-
tion IV-C provides a slight performance boost over an ensem-
ble machine learning classifier. In addition to a performance
hit, the machine learning classifier does not guarantee seman-
tic preservation. Further, a machine learning approach requires
additional feature preprocessing to vectorize the feature space,
and additional overhead in extending the training dataset.
If a new family is added to a dataset, the approach from
Equation 1 only needs to calculate a few simple set operations
to obtain Ymin, Ymaz, and the symmetric difference of the
two. By contrast, the machine learning classifier requires
retraining the entire model, which is time consuming.

VI. SECURITY DISCUSSION

The attack surface of our approach was analyzed by
surveying common linking methods and manually inspecting
their influence on prefetch files. Our analysis provides critical
insight into feature robustness, i.e., resilience to feature pertur-
bation. Adversarial malware interferes with classification by
perturbing the features [29]. For the prefetch feature set, such
perturbation is achieved by adding or removing file references.
Adversarial attacks must be realizable while preserving the
desired semantics of the malware. As such, attackers cannot
trivially remove file references from the malware, as it may
break functionality. An adversary must exploit the actual
feature extraction process, i.e., the attack must manipulate
how the malware loads libraries to avoid their archival in the
prefetch file. The results are summarized in Table III.

Implicit and Explicit Linking. Loaded libraries (i.e,
DLLs) can be linked and loaded at load time or run time.
Load time is when the OS reads an executable from disk and
allocates memory. Run time is process execution. Implicitly
linked DLLs are dynamically loaded at process load time,
whereas explicitly linked DLLs are linked at runtime. Since
the prefetch service monitors loads made by each process at

3https://github.com/cuckoosandbox
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TABLE II
CLASSIFICATION RESULTS.

Technique Feature Feature Representation | Algorithm F-Score
Import Address Table (IAT) | ImpHash [22] Pairwise Comparison .30

Fuzzy Hashing (Static) Whole File Piecewise File Chunks ssdeep [18] 49
Whole File Byte Stream TLSH [25] .36
Whole File Piecewise File Chunks sdhash [31] 44

Machine Learning API Calls Dummy Encoded Ensemble Class@ﬁer .81

Classifiers (Dynamic) API Calls ‘ Bag of Words Ensemble Class¥ﬁer .85
Memory-Mapped Files Dummy Encoded Ensemble Classifier 78

Our Approach Prefetch Feature Set Dummy Encoded Ensemble Classifier .80
Prefetch Feature Set Set Equation 1 (Section IV) | .82

TABLE III Attackers can link and load superfluous DLLs to the

ATTACK SURFACE.

Linking Method

Implicit Linking

Explicit Linking

Compiler Delay Load
Explicit Delay Load > 10 sec
Reflective Load

Feature Capture

x| XN NS

load time and during the first ten seconds of run time, implic-
itly linked DLLs and explicitly linked DLLs are captured in
the prefetch file, as shown in the first two rows of Table III.

Delay and Reflective Loading. Delay loading implicitly
links DLLs at run time instead of load time and can be
implemented via certain compiler flags* (compiler delay
load), or manually by the programmer (explicit delay load).
Compiler delay loaded DLLs remain in a program’s import
address table and are therefore captured in the prefetch file.
However, explicit delay loading that occurs after the ten
second monitoring period are neglected from the prefetch
file. As a result, adversary can artificially force a delay in
an explicit load, e.g., using a Sleep () function before
the explicit load. This is a limitation inherit in the design
of the prefetch service. The Windows OS could make the
LoadLibrary () record library loads to the prefetch file,
mitigating this design constraint.

Attackers can also bypass the OS’s native loader through
reflective DLL loading [11]. The DLL is copied into memory,
and a custom minimal reflective loader loads the library,
bypassing the OS’s normal data structures that register loaded
libraries. Therefore, reflectively loaded DLLs bypass the
prefetch file. However, Windows Defender alerts on reflective
loading by monitoring for irregular memory mapped sections.
This deters adversaries from pursuing such approaches.

Miscellaneous. An attacker could also disable the prefetch-
ing capability on the system. The Windows Superfetch service
enables prefetching for applications, and it can be disabled
by setting the PrefetchParameters key in the Memory
Management registry to zero. Defenders can alert on such
activity to deter this technique.

4Visual Studio supports delay loading via the \DELAYLOAD linker option.

malware process, but this inherits some risks to the malware’s
functionality. For example, the attacker must assume that the
superflous DLLs reside on the target machine. A failure to
load a DLL at process load time can disrupt the malware’s
intended capabilities. As discussed earlier, it is not trivial for
adversaries to perturb the feature set through subtraction. In-
stead, adding noise is a more realizable adversarial approach.
We leave this research for future work.

Although we identified several attack vectors for adver-
saries to perturb the features, we did not observe such
activity pervasively in our dataset. Specifically, we observed
that 1.8% of instances have DLLs in process memory that
are not resident in the prefetch file. Therefore, the prefetch
feature set provides a reasonable approximation of a process’s
dependencies.

VII. CONCLUSIONS

This work introduces an approach for improving Windows
incident response and triage of malware-compromised ma-
chines based on prefetch files that can be recovered forensi-
cally even after the malware itself is deleted and unavailable.
Our approach leverages library dependencies generated by the
OS loader as features to build both a malware detector and
family classifier. Experimental results show that using these
features derived without direct access to malware samples
can achieve comparable classifier performance as state-of-the-
art machine learning classifiers that do require the malware
sample.
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